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Abstract

I present evidence for a systematic complexity-coherence tradeoff in cognition. I show
how feasible strategies for increasing cognitive complexity along three dimensions
come at the expense of a heightened vulnerability to incoherence. I discuss two
normative implications of the complexity-coherence tradeoff: a novel challenge to
coherence-based theories of bounded rationality and a new strategy for vindicating
the rationality of seemingly irrational cognitions. I also discuss how the complexity-
coherence tradeoff sharpens recent descriptive challenges to dual process theories of
cognition.

1 Introduction

Here is a puzzling fact.! Itis widely agreed that humans are the least coherent creatures on
Earth. There are well-documented circumstances in which humans violate nearly every
requirement of coherent belief, credence, preference or choice ever proposed (Kahneman
et al. 1982; Shafir and LeBoeuf 2002). In nonhumans, incoherence is more rarely observed,
and then often in the most complex creatures such as primates (Krupenye et al. 2015)
and starlings (Schuck-Paim 2002). An incoherent rat is a noteworthy scientific finding
(Sweis et al. 2018). And in the least complex creatures, incoherence is rarely found.? In the
limiting case of plant cognition, no incoherence has ever been observed (Schmid 2016).?
Why would the most complex creatures on Earth also be the least coherent? This finding is
especially puzzling on coherence-based theories of rationality (Staffel 2020; Zynda 1996).
On these views, we must explain why the most complex creatures on Earth would also
be the least rational, and why they would not choose to be more rational by choosing to
cognize in simpler ways.

The inverse relationship between complexity and coherence is often noted, but rarely
explained. For example, Alison Gopnik wonders: “Why are grown-ups often so stupid
about probabilities when even babies and chimps can be so smart?” (Gopnik 2014). And
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?Perhaps Shafir (1994) and Dawkins and Brockmann (1980) are credible examples of incoherence in
honeybees and wasps, although in such cases both the nature of coherence and the interpretation of
experimental results become controversial (Arkes and Ayton 1999).

3Some readers may not be sympathetic to the idea of plant cognition. These readers are invited to picture
the simplest creature to which they are willing to attribute cognitive states. How many times has such a
creature been observed to think or act incoherently?



John Searle (2001) begins his criticism of received economic models of rationality by noting
that chimpanzees often perform at least as well as humans on classical models. But for
their part, neither Gopnik nor Searle explains why it is that complex creatures, despite
their cognitive advantages, should be less coherent than simpler creatures.

One possibility is that the inverse relationship between coherence and cognitive com-
plexity is a coincidence. But if it is a coincidence, it is a strikingly consistent one. My
point of departure is a recent suggestion that the inverse relationship between complexity
and coherence is not a coincidence, but rather part of a systematic complexity-coherence
tradeoff in cognition (Stanovich 2013; Thorstad forthcoming).* The most natural way to
explain why complex creatures tend to be less coherent than simpler creatures is to say
that complex cognitive processes tend to produce more incoherent results than simpler
processes do. This paper argues that the natural explanation is correct.

More precisely, my aim in this paper is to do three things. First, I clarify what it means
to speak of a complexity-coherence tradeoff in cognition (§2). Second, I argue that the
complexity-coherence tradeoff often obtains and catalog three of the factors driving the
complexity-coherence tradeoff: procedural complexity (§3), aspiration adaptation (§4) and
informational complexity (§5). Finally, I draw out normative and descriptive implications
of the complexity-coherence tradeoff and sketch directions for future work (§6).

In particular, I discuss how agents should choose between the competing goals of
complexity and coherence in cognition (§6.1). Then I show how the complexity-coherence
tradeoff generates a novel challenge to coherence-based theories of bounded rationality
(8§6.2). Once we see that the pursuit of coherence often comes at the expense of complex
cognition, it becomes relatively less attractive to privilege coherence over competing
cognitive goals, and more attractive to offer error theories for coherence-based approaches
to bounded rationality.

I also show how the complexity-coherence tradeoff opens new avenues for vindicatory
epistemology (Thorstad forthcomingb), the project of vindicating rationality of seemingly
irrational cognitions (§6.3). In particular, the complexity-coherence tradeoff opens new
avenues for vindicating intransitive preferences, ordering effects, and framing effects,
as well as for defending the rationality of heuristic cognition and strategies which are
sensitive to the format in which information is presented.

Finally, I show how the complexity-coherence tradeoff sharpens a recent line of descrip-
tive attack against dual process theories of cognition, which questions the explanatoriness
or even the well-definedness of dual process theories by problematizing the central di-
chotomies used to introduce and apply dual process theories (§6.4). Typical versions of
dual process theory hold that complex Type 2 processes tend to produce more coherent
results, whereas simpler Type 1 processes tend to produce less coherent results, but the
complexity-coherence tradeoff suggests precisely the opposite pattern, putting pressure
on a central contention and explanatory application of dual process theories. I show how
this discussion challenges recent descriptive applications of dual process theorizing. I also
explore normative implications of this discussion, including the failure of some recent de-
bunking explanations for cognitive biases and nonconsequentialist moral intuitions, as
well as the importance of recent challenges to nudging.

“Morton (2010) also anticipates this suggestion in some respects.



2 Clarifying the target

What does it mean to say that there is a complexity-coherence tradeoff in cognition? Five
remarks will help to clarify this claim.

First, we need to distinguish tradeoffs between features of attitudes from tradeoffs
between features of the cognitive processes that produce them (Parfit 1984; Railton 1984;
Thorstad forthcoming b). Most classic tradeoffs in the theory of bounded rationality
are understood as tradeoffs between features of cognitive processes, and the complexity-
coherence tradeoff is no exception.’ To posit a complexity-coherence tradeoff in cognition
is to say that agents must choose among a feasible range of cognitive processes, and
that the most complex of these processes are not always, in expectation, the processes
which produce the most coherent attitudes.® The complexity-coherence tradeoff between
features of cognitive processes is not to be equated with any claim about attitudes, such
as the claim that coherence and complexity are anti-correlated features of attitude sets,
specified in isolation from the processes that produced them. That is a distinct claim
which would require separate treatment.

Second, most classic tradeoffs in the bounded tradition hold often, but not always.7 For
this reason, the most important research project is to identify the factors which drive the
presence or absence of any given tradeoff (Thorstad forthcoming; Todd and Gigerenzer
2012). To posit a complexity-coherence tradeoff in cognition is to say that in many situa-
tions, the most complex feasible cognitive processes are not always, in expectation, those
that produce the most coherent attitudes.® My project in this paper is to identify some
of the many factors which may drive the complexity-coherence tradeoff. I focus on three
factors: procedural complexity, aspiration adaptation, and informational complexity.

Third and relatedly, in talking of a complexity-coherence tradeoff we must restrict
attention to a range of feasible strategies that may be reasonably implemented by agents
with limited capacities. The claim is that among these feasible strategies, the most complex
cognitive strategies come apart from the most coherent strategies. In many situations, I
do not want to deny that there exists some much more complex strategy that would,
if implemented, lead only to coherent attitudes. For example, in finite choice settings
agents could simply list all pairwise choices and form preferences consistent with their
previously formed pairwise preferences. My claim is rather that within a feasible range

These include the accuracy-effort tradeoff (Johnson and Payne 1985), speed-accuracy tradeoff (Heitz
2014) and bias-variance tradeoff (Geman et al. 1992; Gigerenzer and Brighton 2009).

®We might perhaps extend the complexity-coherence tradeoff to other features of cognition that are
not cognitive processes, and which are not selected by agents, such as the cognitive architectures adapted
through biological evolution. Indeed, Okasha (2018) and Spurrett (2021) argue that the evolutionary factors
favoring complex cognition do not always favor coherence. But my interest in this paper is only with the
cognitive processes that agents select during their lifetimes.

"For example, the accuracy-effort tradeoff reverses when the bias-variance dilemma begins to bite
(Gigerenzer and Brighton 2009; Wheeler 2020).

$How often does the complexity-coherence tradeoff obtain? The short answer is: often, but not always.
The long answer is: when the motivating stories in Sections 3-5, or other stories like them, hold and are not
counteracted by significant countervailing factors. The longest answer is that as with existing tradeoffs such
as the accuracy-effort and bias-variance tradeoffs, mapping the shape of the complexity-coherence tradeoff
is a research program, not something to be settled in an individual paper. A good start is to identify factors
driving the complexity-coherence tradeoff and to say roughly when and why we might expect them to drive
the tradeoff. That is what I aim to do in this paper.



of complexity, increasing complexity often comes at the expense of coherence.

Fourth, the notion of coherence raises interpretive difficulties. Not all traditions agree
on the requirements of coherence, and some differ also on whether coherence is the right
umbrella term to pick out the requirements of interest. For the most part, I concentrate on
simple requirements of coherence, such as intransitivity, symmetry and reflexivity of strict
preference, which are shared across most competing views. However, it is also important
to show how the complexity-coherence tradeoff applies to broader notions of incoherence,
such as classic behavioral biases. For this reason, I include a case study of framing effects.

Fifth, the notion of complexity is equally fraught. One problem is that complexity
is studied through a number of different approaches, including complex systems theory
(Ladyman and Wiesner 2020), information theory (Shannon 1948), psychology (Liu and
Li 2012) and behavioral economics (Oprea 2020). These approaches are not always di-
rectly comparable, and when they are comparable they do not always agree. A second
problem is that there is substantial disagreement within approaches (Ladyman and Wies-
ner 2020). For example, a range of conflicting information-theoretic complexity criteria
havebeen defended, including Shannon entropy (Shannon 1948), Kolmogorov complexity
(Kolmogorov 1965), logical depth (Bennett 1988), effective complexity (Gell-Mann 1995),
and statistical complexity (Crutchfield and Young 1989). I address this problem by focus-
ing on a wide variety of complexity notions, doing my best to characterize these notions
in a theory-light way that can translate into several different disciplinary approaches.
These notions include procedural complexity (§3), state complexity (§4), and informa-
tional complexity (§5). At the same time, I recognize that the exact extension of the
complexity-coherence tradeoff will be sensitive to views about complexity, just as it is sen-
sitive to views about coherence. It would be an interesting project for future work to map
the contours of the complexity-coherence tradeoff against varying notions of complexity
and coherence.

Summing up, the complexity-coherence tradeoff is in the first instance a claim about
cognitive processes. My claim is that the complexity-coherence tradeoff occurs often, not
always, and in particular that this tradeoff emerges once we restrict attention to a range of
feasible strategies. I map the complexity-coherence tradeoff across a range of complexity
and coherence concepts, doing my best to provide a selection of examples that will satisfy
most theorists. With these clarifications in mind, let us begin with an example designed
to illustrate how a complexity-coherence tradeoff could arise.

3 Lexicographic choice and procedural complexity

Begin with procedural complexity, the quantity and complexity of processing steps involved
in executing a cognitive process.” Feasible ways of increasing procedural complexity
often introduce new opportunities for incoherence. Because there are more moving parts,
there are more opportunities for these parts to move in opposite directions. This is,
plausibly, one reason why more complex creatures tend to be less coherent: they can and
do execute more complex cognitive processes, with more opportunities for incoherence to

9Procedural complexity is recognized as a type of complexity in many leading taxonomies. For example,
Bonner (1994) classifies processing complexity as one of three types of task complexity, and Liu and Li (2012)
specify seven complexity contributory factors of processes which increase complexity.



result. When this happens, procedural complexity will generate a complexity-coherence
tradeoff: feasible increases in procedural complexity decrease the expected coherence of
the resulting attitudes.

To illustrate, suppose you are deciding between several vacation destinations. One
way you might make this choice is by tallying. Tallying instructs you to retrieve some
number 7 of features that you care about, such as warm weather and the availability of
tennis courts.’? For simplicity, we will suppose that you retrieve n = 2 features, though it
would be more sensible to retrieve 5 or 10 features. Let’s take the simplest case in which
all features are binary: for example, either a destination has warm weather (feature value
1) or it does not (feature value 0). For each feature, you then compute the tally of positive
features among the n features retrieved. With binary features, this amounts to summing
feature values. You would then halt choice and settle on the option with highest tally.!!

Tallying is a sensible way to make many decisions. Indeed, under many conditions
tallying meets or exceeds the performance of much more demanding processes, such
as linear regression (Dawes and Corrigan 1974; Dawes 1979). However, tallying has a
drawback: it settles near ties in favor of the option with highest tally. When cognitive
resources are not especially tight, it may be a feasible improvement to consider more
features of nearly-tied options in order to make a better-informed choice.

Let near-tallying be a process which coincides with tallying, except in cases where two
or more options have final tallies within m of the best tally. For simplicity, we will take
m = 1. In this case, near-tallying instructs agents to retrieve another n features, then
compute the tally of each of the nearly-tied options. If one option now leads the tally
by more than m, that option is chosen. Otherwise, another n features are examined and
choice repeats as before.

However, near-tallying is strictly less coherent than tallying.!> Many theorists accept
as a minimal requirement of coherence that strict preferences should be transitive:

(Transitivity of Strict Preference) For all agents S and options 0,0’,0” if 0 >5 0’
and o’ >5 0” then o >5 0”.

Tallying always satisfies transitivity, but near-tallying may not. Suppose our near-tallying
vacationer is confronted with the three vacation options in Table 1. Between Option A and
Option B, our near-tallier chooses feature A after examining all 8 features. Between Option
B and Option C, our near-tallier chooses option B after examining 6 features. Between
Option A and option C, our near-tallier chooses option C after examining 2 features. This
looks to reveal a collection of intransitive strict preferences: Option A is strictly preferred
to Option B, Option B is strictly preferred to Option C, and Option C is strictly preferred
to Option A."

19We also need to specify the order in which features are retrieved. Features might be ordered by
importance, randomly, or in some other order.

n the case of ties, you would become indifferent between each item with maximal tally. Choice would
be resolved through your favorite procedure for indifferent choice.

12The textual discussion shows that near-tallying, but not tallying, violates the transitivity of strict prefer-
ence. In the other direction, tallying could not introduce any incoherence not already present in near-tallying,
since tallying is a type of near-tallying.

13Some authors might hold that choice reveals only weak preference in this case. While this is not my
view, those who hold it are welcome to enrich the option space with mild sweetenings of each option in
order to show the intransitivity to be strict.



Option A | Option B | Option C
Feature 1 0 1 1
Feature 2 0 0 1
Feature 3 1 1 0
Feature 4 1 1 0
Feature 5 1 1 0
Feature 6 1 0 0
Feature 7 1 0 0
Feature 8 1 0 0

Table 1: Near-tallying applied to three vacation options

Suppose now that our vacationer can feasibly implement two strategies: tallying
or near-tallying. She is then faced with a complexity-coherence tradeoff. Opting for
near-tallying yields a feasible increase in complexity, since near-tallying adds potential
additional processing steps to tallying. However, opting for near-tallying decreases the
expected coherence of the attitudes that will result. If this is right, then procedural com-
plexity can be seen as a first factor driving the complexity-coherence tradeoff, with feasible
and potentially desirable increases in procedural complexity leading to a heightened risk
of incoherence.

4 K-phase satisficing and aspiration adaptation

A general difficulty in theorizing about complexity is that many examples rely on unfor-
malized notions of complexity. This restricts the range of examples we can consider to
those where one process is in a clear and intuitive sense more complex than another. For
example, we held that semilexicographic choice has higher procedural complexity than
lexicographic choice because semilexicographic choice is a strict extension of lexicographic
choice that adds a novel tie-breaking step.

To expand our diet of examples, it will help to work with a formalized notion of
complexity. This requires fixing a specific cognitive architecture in which processes can
be implemented and settling on a formal measure of complexity. Both the choice of
cognitive architecture and formal complexity measure will be controversial, so it is best
to supplement such discussions with multiple models, as well as with alternative routes
to a complexity-coherence tradeoff. In this section, I begin that effort by representing
cognitive architecture using finite automaton theory, an approach popular in economics
and computer science (Oprea 2020; Rubinstein 1986; Salant 2011).

Intuitively, increasing the number of states that an automaton can occupy increases
the complexity of the automaton, but creates new opportunities for incoherence. Whereas
a simple 1-state automaton always reacts to stimuli in the same way, more complex
automata may treat stimuli in different ways depending on their state. This section
illustrates a setting in which there is a clear tradeoff between the number of automaton
states and the coherence of the automaton’s decisions, then re-interprets that tradeoff in
terms of aspiration adaptation, a special kind of learning.

An automaton A takes as input ordered lists L from a domain D and chooses an element
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Figure 1: Satisficing

of the list L. An automaton A = (S, s, g, f) has four components. S is a set of potential
states the automaton can occupy, with sy the automaton’s initial state. The automaton
moves through list L one item at a time. The transition function g : SX D — SU {sTop} tells
A whether to transition into a new state or halt, upon observing list element x € D while
in state s € S. When halting, the output function f : S x D — D tells A which element of
D to choose according to its previous state and last-observed input.

Cognitive processes can be studied by considering the choice functions ¢ : L(D) — D
they implement, taking as input ordered lists of alternatives from D and returning a
chosen element of the list. But automata also implement choice functions. An automaton
A implements a choice function c just in case A and c return the same output on all lists
in L(D). This allows us to study the complexity of choice functions by studying the
complexity of the automata that implement them. Many complexity notions are possible
here (Oprea 2020), but one of the most studied is state complexity (Rubinstein 1986; Salant
2011). The state complexity of a choice rule is the minimal number of states required to
implement it in a finite automaton.

For example, consider satisficing (Figure 1). In this context, satisficers fix a utility
threshold t and choose the first element of L with utility t or higher. Satisficing has state
complexity one, as it can be implemented by a single-state automaton. The transition
function, represented by arrows between states, tells the automaton to stop once an
option with utility ¢ or higher is observed, and the output function, drawn beneath states,
says to choose that option.'

By contrast, utility maximization has state complexity |D| — 1, one less than the cardi-
nality of the option space (Figure 2). One way to implement utility maximization is to
order the elements x, ..., xy of D by increasing utility, using states sy, ...,sy-; to ‘record’
when a non-maximal element of D has been seen. The transition function s(i, x;) = max(i, j)
shifts to a higher state once a better element is seen, except that s(i, x) = stop, halting if
the best-possible element has been found. The output function chooses the best observed
element once all list elements have been exhausted.”® Regrettably, we can prove that no
automaton with fewer than |D| — 1 states implements utility maximization (Salant 2011).

In many circumstances, utility maximization may be infeasibly complex. To borrow
an example from Peter Bossaerts and Carsten Murawski (2017), the process of choosing
a utility-maximizing basket of items out of a small grocery store stocking 1,000 items has
state complexity on the order of 10°*!, more than 10%%° times the estimated number of atoms
in the universe. In such cases, agents may seek a compromise between satisficing and

“That is, (s, x) = stop if u(x) > t and g(so, x) = sp otherwise, with f(so, x) = x.
15T.e. s(i, x) returns x if u(x) > u(x;) and otherwise returns x;.
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Figure 2: Utility maximization

utility maximization by designing choice processes with state complexity strictly between
1and |D| - 1.

However, increasing state complexity within this range can lead to incoherence. Say
that L’ < L if L’ is a sublist of L in the sense that L’ results from L by removing some
elements of L. One common coherence requirement is the Independence of Irrelevant
Alternatives: whatever is worth choosing from a list is still worth choosing from a sublist
of the original list.

Independence of Irrelevant Alternatives (IIA) If x € L’ < L and x = ¢(L) then
x =c(L).

Many authors hold that it would be incoherent to violate IIA by preferring x from the
list L but not from a smaller list L’. After all, x has not changed, and the agent has not
been offered any new alternatives to x, so it is hard to see how the agent could coherently
decide to reject x from the smaller list.

Both satisficing, a 1-state process, and utility maximizing, a |D|—1-state process, satisfy
ITA. But with state complexity strictly between 1 and |D| -1, the story is different. Suppose
you face the choice design problem of adopting a choice rule, subject to the constraint that its
state complexity be no more than K. And suppose we make a small structural assumption
about how lists are generated: items are drawn one at a time from D by a probabilistic
process P which has nonzero probability of picking each item from D. The process then
halts with some constant probability ¢ and otherwise generates another list item. Under
these assumptions, we can prove that for 1 < K < |D| — 1, the expected utility-maximizing
solution to the choice design problem is K-phase satisficing (Salant 2011).

Informally speaking, K-phase satisficing is an agglomeration of K satisficing agents
with increasingly demanding satisficing thresholds (Figure 3). Each threshold ¢; beyond
the first corresponds to a ‘pivotal alternative” a; that raises the threshold to ¢; unless the
threshold is already higher. This allows the agent to learn from experience that a more
demanding threshold is appropriate.

Formally, K-phase satisficing begins with an initial threshold t, and a sequence of K -1
pivotal alternatives aq, .. .,ax—; from D. The pivotal alternatives are chosen so that u(a;) = ¢;,
generating a sequence of increasing thresholds t; < t; < --- < tx_1. The agent has states
S0, - - -, Sk—1 corresponding to the satisficing thresholds t;.

Choice proceeds as follows. When observing a non-terminal list element x in state i, if
x is a pivotal alternative a; then the agent shifts to state j if j > i, adjusting her satisficing

8
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Figure 3: K-phase satisficing

threshold upwards to ¢t;. If x is non-pivotal, the agent satisfices with threshold ¢;, halting
with the choice of x if u(x) > t; and otherwise examining the next list element. In the
special case that x is a terminal list element, the agent makes a forced choice between x
and her currently favored alternative a;, choosing x just in case u(x) > u(a;).

Despite its optimality, K-phase satisficing has a problem. For 1 < K < |D| - 1, K-phase
satisficing violates IIA. To see this, let L be the list x1x,x3 and L’ be the sublist x,x3. Let x;
but not x; be a pivotal alternative, with ¢y < u(x;) < u(x;) < u(x3). Then K-phase satisficing
selects x3 from L, since x; raises the choice threshold above u(x;). But K-phase satisficing
selects x, rather than x; from the sublist L’, since x; is no longer around to raise the choice
threshold above ty. This is a violation of ITA.

Here we have a complexity-coherence tradeoff, since simple satisficing is also a pro-
cess with no more than K states, and simple satisficing is more coherent than K-phase
satisficing.'® Agents can opt for greater complexity in the form of K-phase satisficing, or
for more coherence in the form of simple satisficing. Why might agents opt for a higher
risk of incoherence by switching to K-phase satisficing?

A preliminary reason to do this is that, as we saw, K-phase satisficing maximizes
expected utility in the choice-design problem.!” When agents cannot afford the state com-
plexity of utility maximization, they can still make better expected decisions by shifting

1®This example shows that K-phase satisficing is vulnerable to a form of incoherence that satisficing
does not face. In the other direction, note that any incoherence in satisficing is an incoherence in K-phase
satisficing, since satisficing is a type of K-phase satisficing.

7To say here that K-phase satisficing maximizes expected utility is to say that it has at least as high
expected utility as any other process. It is not to say that K-phase satisficing involves explicitly calculating
expected utilities — we have already seen that no K-state process can do this. Thanks to an anonymous
referee for pressing me to clarify this point.



from satisficing to K-phase satisficing.

Another reason why agents might adopt K-phase satisficing is suggested by cognate
discussions in psychology. A common complaint against simple satisficing is that it
exhibits no form of learning. Agents specify a utility threshold in advance and do not
change that threshold even after calculating the utilities of several options. To be sure, it
is often prohibitively expensive to calculate the utilities of all available options as utility
maximization requires. But that does not mean we should allow no learning at all. Many
descendants of satisficing allow agents to adjust their utility thresholds through processes
of aspiration adaptation, learning to set new thresholds based on previously calculated
utilities (Selten 1998).

We can think of K-phase satisficing as a computationally restricted form of aspira-
tion adaptation, subject to the constraint that at most K-1 potential adaptations can be
made. Aspiration adaptation here involves shifting upwards among the utility thresh-
olds ty,...,tx-1. Insofar as many theorists think that aspiration adaptation can often be
rational, and insofar as K-phase satisficing represents a feasible way to adapt aspirations
with limited computational expense, we will recover further motivation for agents to
sometimes make up their minds through K-phase satisficing.

This discussion suggests a more general lesson, since traditional models of aspiration
adaptation are also subject to IIA violations for exactly the same reason that K-phase
satisficing is.'® The lesson is that computationally tractable forms of aspiration adaptation
during satisficing-style decision making are often good ways to improve decision quality.
Although aspiration adaptation may represent a desirable increase in complexity, it often
induces a complexity-coherence tradeoff by opening the door to forms of incoherence, such
as IIA violations, not present in traditional satisficing procedures. If this is right, then
the need for aspiration adaptation can be seen as a second factor driving the complexity-
coherence tradeoff. We will also see in Section 6.3 that aspiration adaptation opens a
promising new strategy for vindicating the rationality of some troubling ordering effects
in cognition.

5 Valence-sensitive inference and informational complex-
ity

Considering more complex forms of information opens new avenues for incoherence.

One reason why this happens is that complex information may come demonstrably apart

from what agents ultimately care about. When this is so, agents who are sensitive to

complex types of information will behave incoherently, which they would not have done

if they had ignored complex information. In this section, I expand on this thought to
demonstrate a third way in which the complexity-coherence tradeoff can arise.

18Roughly, the point is that removing ‘aspiration-raising events’, such as observing x; in our example
above, can make previously passed-over list elements, such as x,, become choiceworthy. This point can be
made in more formal detail within most popular models of aspiration adaptation, but it is hard to make the
point formally in a way that transcends models.

10



5.1 The description-experience gap

Information can be provided to agents in two different ways. First, information may be
described using verbal or symbolic descriptions. For example, I might tell you the sensi-
tivity of a medical test and the base-rate prevalence of the disease that it tests for. Second,
information may be experienced without being described, for example by encountering a
mixture of sick and healthy people.

A wave of recent studies has established that agents respond in systematically dif-
ferent ways to information learned through experience rather than through description
(Hertwig and Erev 2009; Wulff et al. 2018). In particular, in many contexts agents respond
more coherently when information is presented experientially rather than descriptively
(Schulze and Hertwig 2021; Wulff et al. 2018). This gap in responding to described versus
experienced information is known as the description-experience gap.

To see how the description-experience gap bears on the complexity-coherence tradeoff,
note that the description-experience gap has been offered as a partial explanation of why
nonhuman animals are often more coherent than humans (Hertwig et al. 2018; Schulze
and Hertwig 2021). Because humans sometimes learn through description, which raises
the risk of incoherent responding, humans are often more incoherent than nonhuman
animals, who never learn through description. But note that humans are often faced with
the choice of whether and to what extent we will make use of complex descriptive infor-
mation during decision making. In many such instances, we face a complexity-coherence
tradeoff. Making use of complex descriptive information may present a desirable increase
in complexity, but it nonetheless comes at the cost of a heightened risk of incoherence.

In this section, I focus on the informational complexity of decision making: the amount
and complexity of information used during decision making.’ I show how potentially
desirable ways of increasing informational complexity come at the cost of heightened
vulnerability to incoherence, generating a complexity-coherence tradeoff for agents who
must decide whether to increase the informational complexity of their decision-making
processes. I focus on a particular type of informational complexity, the semantic valence of
descriptions. I show how a range of sophisticated strategies for making use of valenced
information can lead to framing effects, while at the same time increasing the expected
accuracy of agents’ judgments. This raises the possibility of a novel rationalizing expla-
nation for some troubling framing effects, discussed in Section 6.3.

5.2 Attribute framing

Framing effects occur when agents take different attitudes towards equivalent presenta-
tions of the same option or decision problem (Bermtudez 2020; Levin et al. 1998; Tversky
and Kahneman 1981). For example, we may prefer meat that is 80% lean to meat con-
taining 20% fat, or prefer an 80% chance of a gain to a 20% chance of an equivalent
loss.

Framing effects are often regarded as paradigmatic examples of incoherence.’ Many

YInformational complexity is recognized as a type of complexity by many leading taxonomies. For ex-
ample, Liu and Li (2012) specify ten complexity contributory factors of information which increase complexity,
Bonner (1994) treats the complexity of informational inputs as one of three types of task complexity, and
likewise Wood (1986) treats informational cues as one of three components of task complexity.

20For example, Amos Tversky and Daniel Kahneman (1981, p. 453) characterize framing effects as
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theorists will be comfortable taking the incoherence of framing effects on board as a
plausible observation about coherence. Alternatively, we may support the link between
framing and incoherence by showing how framing effects amount to violations of other
coherence principles. For example, it is often held as a requirement of coherence that strict
preferences be asymmetric:

(Asymmetry of Strict Preference) For all agents S and options o,0" if 0 >g 0’
then o’ #s o.

But if I prefer ‘80% lean” meat to “20% fat” meat, then in many cases there will be some item
(turkey, perhaps) such that ‘80% lean’” meat is strictly preferred to turkey, which in turn
is strictly preferred to ‘20% fat’ meat. That violates the asymmetry of strict preference,
since the same item is both preferred and dispreferred to turkey. Given some structural
requirements cases of this form can always be generated from framing effects.”

A striking fact about framing effects is that they are much more common in response
to descriptive rather than experiential information (Lejarraga and Hertwig 2021).> To
illustrate why this might be so, consider attribute framing. Attribute framing occurs when
an attribute of an object or event is manipulated across framings (Levin et al. 1998). For
example, agents might prefer meat that is 80% lean to meat containing 20% fat (Levin and
Gaeth 1988), or an operation that 60% of patients survive to one which 40% of patients
do not survive (Wilson et al. 1987). A bit more carefully: attribute framing involves four
elements (Jain et al. 2020). The first three elements are held fixed: a target entity, such as
ground beef; an attribute of the entity, such as fat content; and the measure of the attribute,
such as 20% fat. What varies across frames is a fourth element, the semantic valence of
the description used to present the measure of the attribute belonging to the target entity.
For example, a single piece of ground beef may be described as having 20% fat (negative
semantic valence) or as being 80% lean (positive semantic valence). The entity (ground
beef), attribute (fat content) and measure (20% fat) are held fixed.

Attribute framing happens when there is a valence-consistent shift in attitudes: agents
prefer items whose attributes are framed positively rather than negatively. A primary
explanation for this valence-consistent shift in attitudes is that there is an underlying
valence-consistent shift in cognitive processing (Levin et al. 1998; Payne et al. 2013).
Agents treat valence information as a decision cue by using semantic valence to alter
decision-related cognitive processes such as attention, memory and reasoning. For ex-
ample, agents preferentially attend to positive features of items framed positively and to
negative features of items framed negatively (Jain et al. 2020).

Itis understandable why agents would treat semantic valence as a decision cue: seman-
tic valence is often correlated with outcome quality. Indeed, agents could do far worse than

violations of ‘elementary requirements of consistency and coherence’, and Benedetto De Martino and
colleagues (De Martino et al. 2006, p. 648) regard framing effects as violations of ‘logical consistency across
decisions’, because they violate extensionality.

ZFor example, it follows from the continuity axiom of von Neumann-Morgenstern theory that some
lottery among ‘20% fat” and ‘80% lean” meat can take the place of turkey.

22Alleged framing effects in response to experiential information (Fu et al. 2018; Gonzalez and Mehlhorn
2016) are rare and sometimes controversial (Kiithberger 2021). Precisely for this reason, framing effects are
only occasionally documented in infants and nonhumans (Krupenye et al. 2015; Marsh and Kacelnik 2002),
and again these effects are controversial (Houston and Wiesner 2020; Kanngiesser and Woike 2016).
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to exclusively buy products labeled ‘lean” at the grocery store, and the valence-consistent
shift in processing improves on this heuristic by allowing other factors to weigh against
the impact of a ‘lean’ label. However, reliance on semantic valence creates the possibility
of framing effects, since one and the same object can be described with positive valence
or with negative valence without changing any relevant features of the object. And it is
just this manipulation in which attribute framing consists.

If feasible strategies for treating semantic valence as a decision cue heighten an agent’s
risk of incoherent responding, then in deciding whether to incorporate semantic valence
agents confront a complexity-coherence tradeoff. Could an increased risk of incoherence
be a price worth paying for heightened sensitivity to outcome variation? We will see in
Section 6.3 that even many theorists sympathetic to the rationality of framing effects have
not wanted to treat paradigmatic cases of attribute framing as rational. However, in the
next section, I construct a simple model of a choice situation where the price may be worth

paying.

5.3  Why heed valence?

I must confess that I often peruse the candy shelf while waiting in the grocery checkout
aisle. I quickly scan the available chocolate bars with the goal of purchasing a bar that
is high-quality and not too unhealthy. For me, the value of a candy bar increases in its
quality g and healthiness 1, but decreases with its cost. Let’s take a simple model on which
value is additive and cost is fixed at 1 util:

Vix)=g+h-1.

Let’s assume that quality is normally distributed, with mean 0 and variance 3. For
simplicity, let’s assume that quality and healthiness are uncorrelated, and take healthiness
tobe a binary variable with equal chance of taking the values —2 (unhealthy) or 0 (healthy).
My perusal of the candy shelf provides me with a noisy signal g of candy bar quality.
Let’s say that:
g=q+e.

where € is a normally distributed error parameter with mean zero and variance 2, inde-
pendent of quality and health. When I am in a rush, I make up my mind based only on
the quality signal g. Call this the quality-only method. Using the quality-only method, the
optimal policy is to purchase a bar just in case g > 26/9, and this policy yields average
utility .605 across candy bars.

However, I am a moderately health-conscious chap. I hardly have time to compare
nutrition labels, but there are other ways for me to track facts about nutrition. Some
candy bars come labeled with words such as ‘light’, ‘diet” or ‘skinny’. Let’s call such
labels ‘lean’ labels. Let’s assume for simplicity that labels are independent of candy bar
quality and error signals, and also that labels are 75% reliable indicators of healthiness.
More formally, letting LEaN be the proposition that a candy bar is labeled ‘lean’, we will
assume that Pr(h = O|[Lean) = .75 and Pr(h = 0|-LeaN) = .25.

Suppose I make my decision by combining the quality signal g with label information.
Call this the label method. Now I can do a bit better than before. The optimal policy is
to choose bars with a ‘lean” label so long as g > 13/6, and bars without a ‘lean” label if
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q > 65/18. This policy yields average utility .618, an improvement on the quality-only
method.

In this model, responding to the semantic valence of descriptions looks like a good
way to increase decision quality without spending all day in the checkout line. I will, on
scattered occasions, be vulnerable to incoherence. I might pass over a Snickers bar one
day, only to buy a Snickers bar the next day after it has been merely relabeled to ‘skinny’,
or more perniciously as ‘40% lighter than a king size Snickers’. I will pay a quantifiable
price in decision quality for my incoherence, but that price is not enough to outweigh the
gain in average decision quality from incorporating label information.

Now it might seem that merely relying on the semantic valence of labels could not
possibly be a reasonable way to make health-conscious decisions. But in fact, just this one
cue takes me a surprisingly long way towards the optimally health-conscious decision
policy. Suppose I were to take much longer to make my decision, as a result of which
I could deductively determine the true value of i from nutrition labels. Call this the
deductive method. In this case, the optimal policy would be to choose a bar for which
g > 13/9 if it is healthy, or g > 13/3 if it is unhealthy. This policy yields average utility
.654.

If I have all day to pick out a candy bar, the deductive method may be worthwhile.
But note that the label method of attending only to the semantic valence of labels already
realizes 27% of the utility gains reaped by the demanding deductive method. This means
that when the deductive method is not feasible or cost-effective, the label method may
be a reasonable way for me to make better decisions by incorporating health information
into decision making.

The takeaway lesson of this discussion is that in choosing whether to heed or ignore
semantic valence in purchasing a candy bar, I confront a complexity-coherence tradeoft.
Valence-sensitive decision policies represent a feasible increase in complexity that I may
have reason to pursue, even though these policies heighten my risk of incoherent respond-
ing. And while I would not dream of telling my readers how to purchase a candy bar,
insofar as I am well-described by some model such as the above, I find myself willing to
heed valence.

6 Discussion

So far, we have seen evidence for a systematic complexity-coherence tradeoff in cognition.
Across a range of cases, feasible increases in the complexity of cognitive processes reduce
the expected coherence of the attitudes that result. We explored three of the many factors
driving the complexity-coherence tradeoff: procedural complexity (§3), aspiration adap-
tation (§4) and informational complexity (§5). And we saw how the complexity-coherence
tradeoff can be replicated across a variety of coherence requirements, including the transi-
tivity, asymmetry and irreflexivity of strict preference, as well as the requirement to avoid
framing effects.

In this section, I discuss normative and descriptive implications of the complexity-
coherence tradeoff and survey directions for future research.
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6.1 Confronting the complexity-coherence tradeoff

How should agents confront the complexity-coherence tradeoff? The cases in this paper
are designed to illustrate why it might sometimes be attractive for agents to privilege com-
plexity over coherence. Making processes more complex is often a good way to increase
decision quality at a feasible cost, as in the turn from lexicographic to semilexicographic
choice (§3) or an increase in the state-complexity of cognitive processes (§4). And high
levels of complexity allow humans to reap the benefits of symbolic knowledge and under-
standing (§5), which make possible a variety of uniquely human pursuits such as science,
mathematics and philosophy. For these reasons, not even the most ardent defender of
simple heuristics should deny that more complexity is sometimes better.

However, this is not to say that agents should always privilege complexity over coher-
ence. Traditional discussions in philosophy and cognitive science reveal many reasons
that agents may prefer to avoid complex cognitive processes. Complex processes are often
slow and cognitively costly. Moreover, it is simply not true that complex processes always
outperform simpler processes, even once factors such as time and cognitive costs are ig-
nored (Gigerenzer and Brighton 2009; Wheeler 2020). In this paper, we have enriched the
case against complexity by noting another cost of complexity: complexity often comes at
the direct expense of coherence.

My aim in this paper is not to suggest that complexity should always take precedence
over coherence in cognition. But neither do I want to suggest that coherence should always
take precedence over complexity. The complexity-coherence tradeoff, like the accuracy-
effort tradeoff, is a genuine tradeoff whose consequences must be carefully measured
and weighed. A good way to take the measure and weight of the complexity-coherence
tradeoffis tolook at how this tradeoff arises in familiar philosophical and scientific debates.
I close with a discussion of three applications that may be productive avenues for future
research.

6.2 Approximate coherentism

Many theories of rationality hold that unbounded agents are rationally required to be fully
coherent. Itis tempting to generalize this requirement to cover bounded agents. Although
bounded agents may not always be able to achieve full coherence, approximate coherentists
hold that bounded agents are rationally required to approximate coherence as best they
can given their bounds (Staffel 2020; Zynda 1996). For example, Lyle Zynda holds that
coherence is an ideal of rationality, and that ‘we as epistemic agents ought to approximate
this ideal as closely as is possible for us’ (Zynda 1996, p. 176). Similarly, Julia Staffel holds
that Bayesian norms express ‘ideals that imperfect thinkers should approximate” (Staffel
2020, p. 3).2

Scientific theories of bounded rationality have typically been suspicious of coherence as
anormative standard (Gigerenzer 2019; Gigerenzer and Sturm 2012). This raises a puzzle:
what might explain theorists” unique skepticism of coherence as a theory of bounded

BStaffel (personal correspondence) notes that the discussion in this section need not threaten her view
that an agent’s credences are more propositionally rational the more closely they approximate the ideal
credence function. See also Thorstad (forthcoming) for discussion of the compatibility of coherentist norms
on attitudes with non-coherentist norms on processes.
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rationality against the background of widespread support for coherence requirements on
unbounded agents?

One natural answer is that bounded agents confront tradeoffs that unbounded agents
may avoid. For example, Thorstad (forthcoming) argues that bounded agents often face
a systematic accuracy-coherence tradeoff in cognition. That is, they must choose between
a range of feasible strategies, where the strategies that produce, in expectation, the most
coherent results differ from those that produce, in expectation, the most accurate results.
Thorstad suggests that agents may sometimes be rationally permitted, or even required,
to opt for less coherent strategies in order to promote the formation of accurate beliefs.

This paper extends Thorstad’s suggestion by illustrating another systematic tradeoff
in cognition: the complexity-coherence tradeoff.** Just as it is natural to take the accuracy-
coherence tradeoff to suggest that rational agents sometimes sacrifice a degree of coherence
to gain in accuracy, so too it is natural to take the complexity-coherence tradeoff to suggest
that rational agents sometimes sacrifice a degree of coherence to gain the myriad benefits
of cognitive complexity. If this is right, then it lends support and robustness to a tradeoff-
based explanation of the difficulties facing approximate coherentism.

It is, of course, open to approximate coherentists to argue that there is a special type of
rationality which is, by nature, exhausted by coherence. This would insulate approximate
coherentists from tradeoff-based criticism, but this move has important theoretical costs.
For one thing, leading approximate coherentists have justified their view by arguing that
approximate coherence tracks other valuable cognitive goals, such as accuracy (De Bona
and Staffel 2018; Staffel 2020). These arguments will be lost on a picture on which coherence
trades off against accuracy, complexity and other desiderata.

Moreover, once tradeoffs are admitted, approximate coherentists will struggle to re-
cover important normative data that are often invoked in theorizing about rationality.
One such datum is the authority of rationality: rationality is authoritative over behavior
(Kauppinen 2021; Kiesewetter 2017). When coherence comes at the expense of other de-
sirable properties such as accuracy or the benefits of complex cognition, it is increasingly
difficult to see how approximate coherentism could be authoritative. In Sections 3-5 of this
paper, we saw a number of cases in which a small decrease in expected coherence could
provide important benefits, including provable gains in expected utility. I suggested in
Section 6.1 that in many such cases, it is appropriate to accept a small decrease in expected
coherence in exchange for the benefits of complex cognition. But this suggestion is incom-
patible with the authority of rationality unless we reject approximate coherentism as an
account of rationality.

Another datum is the value of rationality: rationality has significant value (Horowitz
2014; Wedgwood 2017). As coherence begins to conflict with other valuable ends such
as accuracy, utility, or the myriad other benefits of complex cognition, it begins to look
better in some cases to be incoherent than to be coherent. On an approximate coherentist
view of rationality, this amounts to the claim that it would be better to be irrational

#Note that the complexity-coherence tradeoff may come apart from the accuracy-coherence tradeoff.
To see this, consider all the cases in which less-is-more effects obtain (Geman et al. 1992; Gigerenzer and
Brighton 2009): that is, in which increasing complexity tends to decrease accuracy. In all such cases where
the complexity-coherence tradeoff continues to hold, the complexity-coherence tradeoff will come apart
from the accuracy-coherence tradeoff, which no longer holds. Thanks to an anonymous referee for pressing
me to address this point.
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than to be rational. On one common reading of the datum, rationality cannot be less
valuable than irrationality. This reading would immediately falsify the datum in the
presence of tradeoffs. Perhaps weaker readings of the value of rationality could survive
the challenges raised in this paper, but this is far from a sure thing, and this weaker reading
would conflict with leading argumentative uses of the value of rationality (Horowitz and
Dogramaci 2016; Steglich-Petersen 2011).

Traditional objections to coherence-based theories of rationality have held that coher-
ence is an epiphenomenon, in the sense that coherence requirements are not fundamental
requirements of rationality, but rather fall out as a consequence of other rational require-
ments (Kolodny 2005). For example, on evidentialist theories of rational belief, beliefs are
rational only if they are evidentially supported. On many views, evidence cannot support
an incoherent combination of beliefs. This means that the requirement to hold coherent
beliefs need not be taken as a primitive rational requirement. After all, this requirement
comes for free given evidentialism.

Typically, the epiphenomenal objection to coherence-based theories of rationality is
not used to show that coherence requirements are false, but only that they are norma-
tively non-fundamental. However, for bounded agents, tradeoffs emerge that spoil the
coincidence between coherence and other cognitive goals. Now we cannot simply hold
that coherentism, even in its approximate form, is entailed by theories such as accuracy
maximization, utility maximization, or other theories which seek the benefits of complex
cognition. When forced to choose between coherence and other cognitive goals, many
agents will often choose to sacrifice some degree of coherence. This suggests that max-
imizing coherence was never, in itself, a fundamental normative requirement, but only,
as the epiphenomenalist suggests, a condition that agents were content to satisfy when it
did not come at the expense of other goals.

While the arguments in this paper have been focused on approximate coherentism, it
may be worth exploring whether generalizations of these arguments could put pressure
on other one-factor theories, in which a single goal such as accuracy is to be maximized
at all costs. Just as it may look problematically tradeoff-insensitive to always choose
coherence over competing cognitive goals such as accuracy and utility, so too it may look
problematically tradeoff-insensitive to always choose accuracy over competing goals such
as utility, coherence, or effort minimization. If this is right, then we may want to update in
tavor of tradeoff-sensitive theories such as instrumentalism (Steglich-Petersen 2011) and
consequentialism (Stich 1990) which treat various goals such as coherence, accuracy or
the myriad benefits of complex cognition as competing goals and give explicit accounts
of how these competing goals are to be traded off during cognition.

6.3 Vindicatory epistemology

In the twentieth century, scientific theorizing about rationality swung from a mid-century
optimism that regarded most humans as highly rational most of the time to a late-century
period of pessimism in which human rationality was regarded much more dimly.* This
century has seen the emergence of a newly empiricized optimism that once again regards

most humans as highly rational most of the time (Gigerenzer and Selten 2001; Lieder and
Griffiths 2020).

2See Samuels et al. (2002); Sturm (2012) and Thorstad (forthcoming b) for discussion.

17



The foundation for optimism is the program of vindicatory epistemology (Thorstad
forthcoming b), which aims to recast seemingly irrational cognitions as fully rational.
Within philosophy, phenomena as diverse as framing effects (Bermtadez 2020), polariza-
tion (Dorst 2023), randomization (Icard 2021), and attention to sunk costs (Kelly 2004)
have been given rationalizing reconstructions.

An under-utilized strategy in many recent vindicatory arguments is the appeal to
tradeoffs. To demonstrate the strength of this strategy, consider attribute framing (§5.2).
Focus in particular on an agent who prefers ‘80% lean” beef to “20% fat” beef. Although
some theorists have recently aimed to vindicate the rationality of framing effects, most
theorists have struggled to vindicate attribute framing. For example, a recent book-length
defense of the rationality of some framing effects by José Luis Bermudez (2020) directly
argues that the preference for ‘80% lean’ over ‘20% fat’ beefisirrational: after all, Bermudez
notes, agents would be disposed to withdraw the preference on realizing that ‘80% lean’
and ‘20% fat’ beef are the same thing.

The complexity-coherence tradeoff provides a defense of attribute framing that is
fully consistent with Bermudez’s observation that attribute framing would be no longer
rational once recognized by the agent.”* Bounded agents may rationally rely on label
valence as a quick and reasonably effective indicator of quality. They do this because
the process of judging quality by label valence is quick and fairly reliable, and because
it is not worth investing more cognitive resources into ordinary supermarket purchases.
This rationalizes the use of processes which produce attribute framing effects, but it does
not rationalize the continued presence of framing effects after a more complex process
which detects the equivalence of ‘80% lean” and ‘20% fat’ beef. The strategy of ignoring
detected equivalences is still quick, but no longer reliable. In this way, the tradeoff-based
vindication of attribute framing helps us to recover a result that even many vindicatory
theorists have struggled to deliver: processes that lead to attribute framing may be fully
rational, even though it would not be rational to retain a preference for ‘80% lean” beef
over ‘20% fat’ beef upon discovering they are equivalent.

More generally, it may be worth exploring whether the complexity-coherence tradeoff
can ground other vindicatory results that were difficult for previous accounts to deliver.
We have already seen several such results throughout this paper. Section 3 gave a new
vindication of vulnerability to intransitive preferences by casting this vulnerability as
the result of potentially desirable increases in procedural complexity, as in the turn from
tallying to near-tallying. This complements existing attempts to vindicate intransitive
preference (Houston et al. 2007; Mandler 2005), which have met with opposition. Section
4 gave a new vindication of vulnerability to ordering effects by suggesting that within a
range of feasible strategies, increases in the state complexity of cognitive processes may
be expected utility maximizing, even as they increase the risk of violating the principle of
independence of irrelevant alternatives.

One noteworthy application of the complexity-coherence tradeoff comes in defending
the rationality of heuristic strategies against the charge that heuristics are incoherent. It
is often thought that fast and frugal heuristic strategies can be rational in environments
where they are accurate and cognitively efficient (Johnson and Payne 1985), or where they
reduce the risk of overfitting decision processes to sparse data (Gigerenzer and Brighton
2009). Nevertheless, opponents counter that heuristic cognition is in an important sense

2For a related argument, see Sher and McKenzie (2006).
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irrational, because heuristics occasionally return incoherent judgments. The complexity-
coherence tradeoff raises the possibility of meeting this challenge on its own turf. Even if
we accept coherence as a normative standard, it does not follow from the fact that heuris-
tics sometimes produce incoherent attitudes that heuristics are irrational. After all, the
proposal is to replace heuristic strategies with more complex nonheuristic strategies. Inso-
far as there is often a tradeoff between complexity and coherence in cognition, we should
not accept without an argument that these complex replacements will lower rather than
raise an agent’s vulnerability to incoherence. If that is right, then even approximate coher-
entists may often treat heuristic cognition as rationally obligatory, rather than irrational.
I expand on this point in Section 6.4.

Finally, the discussion in this paper reminds us of the vindicatory potential of attend-
ing to presentation formats.”’ Ralph Hertwig and colleagues have noted a marked shift
in experimental paradigms from mid-century paradigms which often presented infor-
mation experientially to more recent paradigms which more often present information
descriptively (Hertwig and Erev 2009; Schulze and Hertwig 2021; Wulff et al. 2018). Her-
twig and colleagues have noted that this change in experimental paradigms coincides
with a shift towards decreased rational performance on tasks and increased skepticism
by theorists about the rationality of human judgment and decision making. Hertwig
and colleagues suggest that an important vindicatory strategy involves careful scrutiny
of the way in which information is presented to agents and how performance may be im-
proved through more helpful ways of presenting information. This insight is supported
by previous work in other paradigms, such as the widely replicated funding that agents
incorporate base rates significantly better when information is presented using environ-
mental frequencies rather than statistical descriptions (Gigerenzer and Hoffrage 1995).
Although the description-experience gap has occasioned a rise in attention among cogni-
tive scientists to the vindicatory potential of the format in which information is presented
to experimental subjects, recent vindicatory work in philosophy has not often drawn
on the rational importance of presentation formats. It would be productive for future
philosophical work to further explore the vindicatory potential of presentation formats.

6.4 Dual process theories of cognition

Dual process theories are among the best-known and most controversial (Keren and Schul
2009; Melnikoff and Bargh 2018) approaches in cognitive science today. Dual process
theories claim that humans possess two types of cognitive processes, which can be driven
apart not only in their evolutionary history, but also in their performance along a number
of dimensions. For example, Jonathan Evans and Keith Stanovich (2013) list a number of
typical correlates of Type 1 and Type 2 processes (Table 2).

A growing voice of protest against dual process theories argues that these correlations
are far from typical: they break, not just on occasion, but often quite systematically. For
example, defenders of fast-and-frugal heuristics argue that Type 1 processes are rule-
based rather than associative, since they rely on precisely specifiable rule-based heuristics

¥To be clear, what the paper provides is an illustration of the vindicatory potential of attention to
presentation formats. This potential is also illustrated by other recent results, giving increased support to
attending to presentation formats as a vindicatory strategy. Thanks to a referee for pressing me to address
this point.
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Type 1 Processes Type 2 Processes

Fast Slow

High capacity Capacity limited
Parallel Serial

Nonconscious Conscious

Biased responses Normative responses
Contextualized Abstract

Automatic Controlled
Associative Rule-based

Experience-based decision making Consequential decision making
Independent of cognitive ability Correlated with cognitive ability

Table 2: Typical correlates of Type 1 and Type 2 processes, Evans and Stanovich (2013).

(Gigerenzer 2011). One such objection can be survived, but if many of the alleged typical
correlations were to systematically break, dual process theories would face two types of
pressure. First, it would become increasingly attractive to take dual process theories to
be ill-defined as typical correlations used to introduce the distinction between Type 1 and
Type 2 processes began to fall in succession. Second, we would increasingly lose the
claimed explanatory payoffs of dual process accounts, since many explanations in this
tradition use typical correlates as evidence for attributing processes, which can then be
used to explain behavior. However, this strategy would not work if the typical correlates
did not correlate in the intended way.

Wim de Neys and colleagues have recently argued that another alleged correlation
breaks systematically (Bago and De Neys 2017; De Neys forthcoming). Namely, they have
argued that in a wide range of cases, Type 1 processes are slow and Type 2 processes
are fast. This combines with earlier charges to put pressure on the well-definedness and
explanatory application of dual process theories. Although de Neys’ findings question
one of the most central and defining correlations in dual process theory, perhaps the
charge is survivable: de Neys himself ultimately recommends adopting a new version of
dual process theory which scrubs even the dichotomy between fast and slow cognition
from the list of typical correlates (De Neys forthcoming).

The complexity-coherence tradeoff casts doubt on another correlation alleged by dual
process theories: that Type 1 processes are biased and Type 2 processes are normative
(Epstein 1994; Evans and Stanovich 2013; Kahneman and Frederick 2002). Although
there are some readings of bias on which this correlation may hold, many dual process
theorists hold and apply a normative theory closely tied to requirements of coherence or
structural rationality (Evans 2008; Evans and Stanovich 2013). Indeed, many biases are
simply defined as deviations from the preference axioms, probability axioms, and other
requirements of structural rationality (Gilovich et al. 2002; Kahneman et al. 1982). On this
reading, itis simply not true to say that Type 2 processes, showing signs of complexity such
as consciousness, abstraction, capacity limits and correlation with cognitive ability, are
disposed to produce more normative responses than Type 1 processes. If there is indeed
a systematic tradeoff between complexity and coherence in cognition, then we should
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expect Type 1 processes to produce more coherent responses than Type 2 processes do.
On a broadly coherence-based theory, this means we should expect Type 1 processes to
produce more normative responses than Type 2 processes do.

It is, of course, open to dual process theorists to scrub another central correlation
from their list: that Type 2 processes are normative in a coherence-based sense, and
Type 1 processes are biased and non-normative in the same sense. This would also
involve withdrawing many explanatory applications of dual process theory, including a
great number of recent normative arguments. However, no theory can survive indefinite
reformulation, and with each abandoned dichotomy there is increasing plausibility to the
critics” suggestion that dual process theories do not pick out a genuine distinction between
existing psychological processes.

What would be lost if dual process theory were to fall? For one thing, dual process
theory has become a central explanatory framework within many domains of psychol-
ogy, including social learning (Smith and DeCoster 2000), judgment and decision making
(Kahneman 2011), the psychology of reasoning (Evans 2011) and metacognition (Thomp-
son 2009). For example, within judgment and decision making, human incoherence is
often explained as the result of Type 1 processing (Kahneman 2011). But if complexity
emerges as a significant source of incoherence, then it is no longer so obvious that inco-
herence should be explained by the fact that agents used simple, Type 1 processes. Other
descriptive applications of dual process theory may come under similar pressure.

The fall of dual process theorizing would also challenge some claimed normative
implications of the program, opening new avenues for vindicatory epistemology. At least
two implications bear emphasis. First, dual process theorizing has been used in debunking
explanations meant to demonstrate the irrationality of disputed judgments, including
cognitive biases (Kahneman 2011) and nonconsequentialist moral intuitions (Greene et al.
2008; Haidt 2001). These judgments are claimed to be the results of unreliable Type 1
processes, and therefore it is suggested that the judgments themselves should be suspect.
However, outside of a dual process framework, these complaints could not get traction
without substantial reformulation, and it is far from clear that salvage claims would be
normatively or descriptively persuasive.

Second, nudging theorists have argued that Type 1 processes lead to systematically
irrational behaviors and have sought to design interventions that co-opt irrational Type
1 processes to produce better outcomes (Sunstein 2014; Thaler and Sunstein 2008).* Op-
ponents of nudging have questioned the assumptions that nudging targets irrational be-
haviors produced by Type 1 processes, and that nudging works through co-opting Type
1 processes (Bovens 2009; Griine-Yanoff 2012). Instead, they have proposed a program of
boosting which aims to improve decision outcomes by enriching cognitive environments
or providing agents with useful cognitive tools, without any assumption of irrationality or
underlying distinction between two types of cognitive processes (Griine-Yanoff and Her-
twig 2016). Challenges to dual process theory are, by extension, arguments for boosting
instead of nudging, both as a theoretical framework and as a set of policy interventions.

2See (Griine-Yanoff and Hertwig 2016) for discussion of the relationship between nudge theory and dual
process theory, among other components of the heuristics and biases program.
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6.5 Concluding thoughts

In this paper, we have seen evidence for a systematic complexity-coherence tradeoff in
cognition and seen how thinking through the complexity-coherence tradeoff may shed
useful light on existing philosophical and scientific debates. The proof is, as they say, in
the pudding, and it is in wading through the situational implications of the complexity-
coherence tradeoff that we will get a better handle on the nature and extent of the tradeoff,
as well as on what the complexity-coherence tradeoff might imply for the study of human
cognition.
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